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Abstract: The advantage of computer 
graphics in the visualization of tight-bind- 
ing calculations is highlighted in a model 
study of the reconstruction of the Si(100) 
surface. Three different surface models- 
the unreconstructed surface Si(lO0)- 
(1 x l ) ,  and symmetric and asymmetric 
pairing of surface atoms Si(100)-(2 x I t  
are investigated on the basis of density of 
states (DOS), local (projected) density of 
states (LDOS) and crystal orbital-over- 
lap population (COOP) analysis. For the 
visualization of the real-space properties 
of tight-binding calculations, two- and 
three-dimensional images of the total 
(TED) and partial electron densities 
(PED) are shown. The PED calculated 

near the Fermi level are compared to den- 
sities of HOMOS and LUMOs in molecu- 
lar systems and used to analyse constant 
current mode S?'M images, obtained by 
applying bias voltages of different sign. 
They show excellent agreement with STM 
experiments. The electron-localization 
function (ELF) has been shown to de- 
scribe chemical bonds in molecules and 
solids surprisingly well. Here, the ELF is 

Introduction 

1. General remarks: Surface chemistry, despite its industrial im- 
portance in areas such as heterogeneous catalysis and thin-film 
formation, is still a very descriptive discipline. Although a large 
number ofexperimental methods for studying surface structures 
and reactivities now exist, for many surfaces no consensus has 
yet been reached as to the arrangement of surface atoms and 
adsorbates, and, hence, the related area of electronic structure 
has also not been adequately described. What controls the shape 
of surfaces? Why d o  many surfaces reconstruct and what deter- 
mines the resulting geometry? Why are very specific adsorption 
patterns of small molecules or atoms on surfaces frequently 
observed? Most of these phenomena are just beginning to be 
understood. 

Remarkable developments in the field of surface analysis, 
such as scanning tunnelling (STM) and atomic force microscopy 
(AFM), have turned out to be very powerful tools for the inves- 
tigation of the local and extended structures of surfaces. Results 
of STM experiments reflect the electronic structure and geome- 
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calculated for surfaces. In order to visual- 
ize the shape of the "dangling" surface 
bonds and bonds connecting surface 
atoms, two- and three-dimensional repre- 
sentations of the ELF are discussed. Us- 
ing the reconstruction of the Si( 100) sur- 
face as an example, we show that 
combining methods for extracting infor- 
mation from quantum mechanical calcu- 
lations, such as PED, T E D  and ELF, 
leads to a more comprehensive descrip- 
tion of the electronic surface structure. 
With the help of computer graphics, 
chemical concepts routinely used for de- 
scribing local properties of molecules can 
be transferred very effectively to extended 
systems. 

try of surfaces and may thus help in the development of chemi- 
cal concepts to  explain the reactivity and stability of surfaces. 
Despite its great potential, STM often yields pictures and sur- 
face models that are not uniquely interpretable, and, in many 
cases, the distribution and localization of the electrons on a 
surface cannot be ascertained."] Experimental chemists need 
additional chemical concepts to  understand the reactivity of a 
specific surface and to derive possible heterogeneous reac- 
tions.['] 

Many rules, models and concepts, for example, the Lewis 
orbital hybr id i~a t ion , '~~  VSEPR (valence-shell elec- 

tron-pair repulsion r ~ l e s ) [ ~ I  and Wade rules,r61 are available to 
the chemist to help explain and predict the shape and reactivity 
of molecules. On a more sophisticated level we can determine 
the electronic structure of a molecule, to a certain degree of 
approximation, by solving the Schrodinger equation. Deriving 
the energy, symmetry and shape of molecular orbitals, we gain 
a considerable amount of information on the reactivity of the 
system. Thus many reactions can be understood by using local- 
ized and/or the frontier orbital approach.[7b1 But 
how far can we develop similar ideas for extended systems? 

To gain insight into the electronic structure of an extended 
surface, we can, in principle, apply the same principles as for 
molecules, taking advantage of the periodicity of the surface in 
two dimensions. However, approximation of the third dimen- 
sion by using a multilayer slab model, which resembles the bulk, 
leads to an increased orbital basis set. By forming Bloch func- 
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tions within the first Brillouin zone and calculating energy levels 
for a specific number of grid points ( k  points) in reciprocal 
space, we can analyse the band structure. As soon as the number 
of energy levels increases, band-structure diagrams become 
highly complex, and thus often difficult to interpret, even when 
represented only along k points of high symmetry, as is normally 
the case.['] For specific points in reciprocal space it is possible to 
represent the wave function, though this becomes very convo- 
luted for problems with a large number of atoms and orbitals, 
respectively. 

Quantum-mechanical calculations can also be interpreted by 
looking at  the energy-level distribution (averaged over the 
weighted k points in reciprocal space). By plotting the density of 
states (DOS = number of energy levels between E and E + AE)  
versus the energy and projecting the DOS on orbitals or  orbital 
groups of the basis set (LDOS = local or  projected DOS), we 
obtain information how the electrons are distributed among 
orbitals or  atoms. Finally, to find bonds in extended systems we 
can apply the extended concept of the Mulliken overlap popula- 
tions to the totally delocalized crystal orbitals (CO), the so- 
called COOP method (COOP = crystal orbital-overlap popula- 
tion) . I 9 ]  All these methods, however, d o  not provide informa- 
tion about the spatial electron distributions, the shapes offontier 
orbitals (bands) in real space, the localization of electrons- 
in two-centre/two-electron bonds, three-centre/two-electron 
bonds or lone pairs-r their delocalization over the entire sys- 
tem.["] 

Here we show how electronic structure and chemical bonding 
for extended two-dimensional systems can be represented in 
direct space by the use of appropiate projection methods and 
two- and three-dimensional computer graphics. This is achieved 
by transforming the eigenfunctions of all occupied energy levels 
(total DOS or TDOS) or of only a selection of levels within an 
energy window (partial DOS or PDOS) into the total electron 
density (TED) or  a partial electron density (PED), respectively. 
By choosing the energy window just below or  above the Fermi 
level for the given electron count of a chemical system, we obtain 
images of the partial electron density derived from crystal or- 
bitals corresponding to virtual electron densities of HOMO and 
LUMO states in molecular systems, respectively. In order to 
visualize chemical bonds or other regions of localized electrons 
(e.g., lone pairs), we use the electron localization function 
(ELF) based on the method of Becke and Edgecornbe["] for 
surfaces. The ELF has proven to be a very powerful method to 
describe bonds as well as lone pairs in molecules[121 and was 
recently applied to extended three-dimensional systems, too." 
It is even possible to generate a new classification of chemical 
bonding.[13b. 

2. The Si(100) surface: Although Si(100) is one of the most 
studied surfaces, there is a long debate in literature about its 
geometrical and electronic Generation of an unre- 
constructed (100) surface from a solid with diamond structure 
leads to exclusively two-coordinate surface atoms (Fig. 1 a), in- 
stead of four-coordinate as in the bulk. The resulting two un- 
shared valencies at each surface atom are the so-called "dan- 
gl i ng bonds". 

From a large body of experimental data, it is known that this 
surface is unstable and undergoes a 2 x I reconstruction.["-181 
There are numerous models describing the reconstruction, two 
of which are most likely to be accurate. In both models 
(Fig. 1 b-c), two surface atoms form a dimeric unit by approach- 
ing each other and reducing the number of unshared valencies 
for each surface atom from two to  one. However, no consensus 
has yet been found as to whether the dimer formation is sym- 

metric['4q 17. ''I (Fig. 1 b) 
or asymmetric['91 (buck- 
led, Fig. l c ) .  The results 
from a number of experi- 
mental[20- 221 and theoret- 
ical  investigation^"^ - 2 7 1  
can be used to  support ei- 
ther of these models. Vari- 

-layer 1 

-layer 2 
-layer 3 

--layer 4 

ous calculations slightly 
favour the asymmetric 
over the symmetric dimer (b) 
model.['*. 261 However, 
models that take spin ar- 
rangements into consider- 
ation point to  the latter as 
being more 

STM experiments on 
clean Si( 100) surfaces con- 
firm that both symmetric 
and asymmetric dimers are (c) 
present.r20-221 The degree 
of asymmetry may change 
in different domains of the 
silicon surface detected 
during the STM experi- 
ment. A higher degree of 
asymmetric dimer forma- 
tion is found at low tem- 
peratUreS[20a1 or in areas 

Ji 

Fig. 1 .  Atomic arrangement of the dia- 

of the surface adjacent to mond structure terminated at a 100 plane. 
regions where surface a) (1 x 1 )  Unreconstructed. terminated bulk 

structure. b) (2 x 1 )  Symmetric reconstruc- 
atoms are missing (surface tion. C) ( 2  x 1 )  Asvmmetric fbuckled) recon- 

, \ -  I , 
defects) . I Z o b 1  Thebegree of 
asymmetry observed in a 
surface region is also 
found to  depend on the sign of the bias \ oltage used during the 
experiment.[20c* 221 Figure 2 displays a reproduction of the STM 

structton In each case the i i x  topmost lay- 
ers are shown 

Fig. 2. a) STM image of Si(100) obtained with positive bias voltage. Symmetric 
dimers are visible. b) STM image of Si(lO0) obtained with negative bias voltage. 
Only one surface atom of the dimer is visible (a and b reproduced from ref. [22]). 
c) Three-dimensional image of an isosurface of the PED of the buckled surface 
structure The PED is calculated using the band levels above the Fermi level (Ef to 
E, + 3 eV). d) As in c).  using band levels below the Fermi level (Ef to Ef-3 eV). 
Four unit cells are shown; for isovalues see Figure 5. 
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images of the same domain of a clean Si(100) surface for a 
positive (Fig. 2a) and negative (Fig. 2b) bias voltage.[22a1 The 
fact that the STM images change with the sign of the bias 
voltage indicates that the electronic contribution to the STM 
images is dominant in this particular case.[22bl 

According to the approach of Tersoff and Hamann for inter- 
preting STM images,1281 the STM tunnelling current between a 
surface sample and an STM tip is a function of the electron 
density of the surface states (i.e., contributions from the atoms 
of the surface layers). This is valid for surface states close to the 
Fermi level. Depending on the sign of the bias voltage used for 
the STM experiment, electrons either tunnel from the STM tip 
to empty surface states (positive bias; Scheme 1 : electron trans- 

a) 00s of surface b) 00s of tip . 

tunneling 

T tip 
surface 

...... 
surface to tlp 

Scheme 1 

fer from b) to a) indicated by fields with criss-cross shading and 
a solid arrow; empty-state image) or from filled surface states to 
the STM tip (negative bias; Scheme 1 : electron transfer from a) 
to b) indicated by striped fields and broken arrow; filled-state 
image). For larger distances between STM tip and surface 
(> 4 A), the interaction of the states of the tip with those of the 
surface can be neglected,t2g. 30b1 and the tunnelling current, and 
thus the brightness of the STM image, becomes proportional to 
the density of states at the surface (LDOS).[281 

Generally the STM images of the Si(100)-(2 x 1) surface are 
interpreted as follows : filled-state images, consisting of rows of 
oval areas (Fig. 2 b) originate from tun- 
nelling from i - tv rx  bonding orbitals of a) 

states are used for imaging, that is, when electrons tunnel from 
the highest occupied electronic levels of the solid to the empty 
levels of the metal tip. 

An approach to modelling these Si(100)-(2 x 1) STM im- 
a g e ~ ~ ~ ~ ‘ ]  is the calculation of the self-consistent charge density of 
filled and empty surface ~ ta tes .~~’’  Here, however, specific 
points in reciprocal space are chosen to fit the observed im- 
age~ . [~” ]  Recent publications of M.-H. Whangbo et al.‘30b1 
show that, for several layered transition-metal chalcogenides 
and transition-metal halides, the results of local (partial) elec- 
tron-density calculations (averaged over the first Brillouin zone) 
on the basis of the extended Hiickel tight-binding method 
(EHTB)r3l1 are in good agreement with the observed STM 
images. Our calculations used here are also based on the 
EHTB approach. A 16-layer slab model was used to calculate 
the surface properties of bulk silicon (see Computational 
Details). 

In order to show the advantage of real-space representations 
of electron distributions on surfaces with three-dimensional res- 
olution in direct space, we have calculated images of TED, PED 
and ELF for the extensively studied Si(100) surface. These im- 
ages are compared with results obtained by “classical” interpre- 
tation of band-structure calculations by calculating the DOS, 
LDOS and COOP. Finally we discuss how these electron-distri- 
bution images correspond to those obtained experimentally by 
STM techniques. 

Results and Discussion 

1. Electronic structure of the Si(100) surface studied by density of 
states methods: To study the influence of surface geometry on 
the electronic structure we performed several tight-binding cal- 
culations. They were carried out for the unreconstructed surface 
and for two idealized models of the reconstructed surface (sym- 
metric and asymmetric dimer formation). To avoid problems 
with the coordination number[321 for the three surfaces under 
consideration, we kept all bond lengths the same as within the 
bulk (2.35 A) .  

Figure 3 shows DOS diagrams of bulk silicon (Fig. 3 a), of the 
unreconstructed Si( loo)-( 1 x 1) (Fig. 3 b), and of the symmetri- 
cally (Fig. 3 c) and asymmetrically reconstructed surface 
Si(100)-(2 x 1) (Fig. 3d). The projection on the orbitals of the 
surface layer (surface states) is shown in black. Note that the 
surface states are pushed up in energy compared to the bulk 

- <. - 
one CIU. e- gn d a c e  a m  -3jpF,p pairs of silicon atoms of symmetric 

dirners.L20C1 The occasional presence of 
zig-zag structures (instead of rows) are 
interpreted as tunnelling from states 
arising from rows of buckled dimers. 
Here, the direction of buckling alter- 
nates from dimer to dimer along the 
row. Empty-state images always show 
rows of predominantly symmetric 
dimers (Fig. 2a). The two silicon 
atoms forming the dimer are well sepa- 
rated by a minimum. In some cases a 
small degree of asymmetry can be ob- 

% .,o 
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Total Density of States 
served.[2ib] The X*  antibonding states 
have been proposed to take part in this 
tunnelling process.[zocI 

that Of the 
dimers appears only when the filled 

Fig. 3. Total density of states plots (solid line) of a) bulk silicon, b) the unreconstructed Si(i00)-(1 x 1) surface 
structure , C) the reconstructed Si(l00)-(2 x 1) structure with symmetric dimen, and d) the reconstructed Si(100)- 
(2 x 1)  surface structure with asymmetric (buckled) dimers. Black areas and dashed lines in b). c) and d) show the 
contributions of the surface and bulk atoms, respectively. Band occupancy according to the electron count of 
elemental silicon is indicated by a dotted line labelled E,. The upper dotted lines correspond to higher band 
occupancies (see text). 

It is 
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states. The surface atoms have fewer nearest neighbours, and 
there is thus less orbital interaction. As a result the nonbonding 
states are at the top of the valence band. The levels obtained by 
filling the band to  be consistent with the electron count of silicon 
(E,)  and further up to the top of the valence band are indicated 
as horizontal dotted lines. In the case of the unreconstructed 
(1 x 1) surface (Fig. 3 b) the top of the filled bands correspond- 
ing to the electron count of silicon (Ef, dashed line in Fig. 3 b) 
cuts a region of high surface-state density. Whenever a distor- 
tion is possible to reduce this density, it will occur. This is the 
case, for example, in Peierls-type or  Jahn -Teller distortions.[”] 
The surface structure in Figure 1 a is expected to  show metallic 
behaviour, in contrast to With the addition of 
two further electrons per surface atom, the entire valence band 
is filled (upper dashed line in Fig. 3 b). This corresponds to the 
formation of two lone pairs a t  each surface atom, which are then 
isoelectronic to sulfur atoms. For the symmetrically distorted 
(2 x 1) surface, the surface atoms are now triply bound, and Ef 
still cuts a region with a high density of states. The valence band 
is filled when one extra electron per surface atom is added (up- 
per dashed line in Fig. 3c); the residual “dangling” bond is 
coverted into a lone pair. Thus, tilting the dimer unit by an angle 
of 11 (Fig. 1 c, Fig. 3 d), we find, for the electron count of 
silicon (Ef, dotted line), a minimum in the total DOS and a small 
gap in the projected DOS of the surface states. As for the sym- 
metric reconstruction model, the valence band becomes com- 
pletely filled by addition of one extra electron per surface atom 
(upper dashed line). The surface atoms remain triply bound and 
are then isoelectronic to phosphorus atoms. 

More detailed information is expressed by the DOS projec- 
tions on the surface atoms. Figure 4 shows the s. p,, + p, (the yz 
plane is parallel to the surface) and p, contributions of the 
surface orbitals (see Fig. 1 for axes) to  the total DOS near the 
Fermi level ( f 4  eV). The contributions of the surface states are 

0 2 4 0 2 4 0 2 4 

shown as filled (s orbitals), dotted (p,+p, orbitals) and 
dashed (px orbitals) lines. The total density of the surface 
states (cf. black area in Fig. 3b-d) is represented by the 
solid line. For the unreconstructed surface (Fig. 4a)  we see that 
above E, mainly py and pz orbitals contribute to  the LDOS, 
whereas below Ef all the p orbitals and the s orbital contribute. 
In the case of the symmetrically distorted surface model 
(Fig. 4 b), the p, and s states are pushed up in energy, and the p,, 
and p, contributions down. Clearly, this arises from the orbital 
interactions within the y z  plane forming the surface dimer 
bonds. 

Finally, formation of the asymmetric dimer leads to  two un- 
equal surface atoms (Fig. 4c. d). Our calculations show, that the 
LDOS within the upper and lower energy windows (Ef to 
E, + 3 eV and Ef to E,-3 eV, respectively) are almost purely due 
to p, orbital contributions of the surface atoms Si(2) and Si(1) 
(Fig. 1 c), respectively. The p, states of the outer atom, Si(l), are 
pushed below Ef (Fig. 4c), and p, states arising from the inner 
atom, Si(2), are pushed above Ef (Fig. 4d) .  This leads to a 
charge transfer from atom Si(2) to  Si(1) (Mulliken charges are 
q(Si(l)) = 4.92, q(Si(2)) = 3.50). From a qualitative point of 
view, this results in the formation of a lone pair a t  Si(1) and 
an empty orbital with mainly p, contribution at  Si(2). The 
shifting of energy levels can be explained in terms of the 
following qualitative molecular model: flattening of the 
coordination at  Si(2) and, hence, the reduction of s contribu- 
tion to the unoccupied orbital leads to a shift of the state to 
higher energy, while the decrease of the bond angles a t  
Si(1) gives rise to a bigger s contribution to  the lone pair, 
a corresponding lowering of the energy and complete occupa- 
tion of this state (Fig. 4f.g). Use of a more sophisticated 
asymmetric distortion, for example, relaxation of atoms 
down to the fourth surface layer.[24d1 leaves the resulting 
DOS and related projections almost unchanged. 

DOS and LDOS vs. 
-I\ energy diagrams are use- 

Local Density of States 

ful for the discussion of 
band occupancy, of band 
gaps and therefore of sta- 
bility, but they d o  not tell 
us anything about the ac- 
tual appearance of the 
related frontier crystal 

Ef-3eV orbitals and the geomet- 
rical distribution of the 
electron density, for ex- 
ample, whether the sp 
hybrids with p, contribu- 
tions point away from 
the surface or  toward the 

E,+3eV 

0 2 4 

f--j 
- - -  * +  ti-  
44- 

Fig. 4. Local density of states and orbital contributions near the Fermi level for the topmost surface layer, calculated for the three 
surface structures shown in Fig. 1 .  The projected orbital contributions are represented as follows: total density of surface states as 
solid lines, p. as dashed lines. p, + pI as dotted lines, and s as black areas. a) Si(100)-(1 x 1). unreconstructed surface. b) Si(100)- 
(2 x 1) with symmetric dimers; c) and d) show the contribution of the two different surface atoms Si(1) and Si(2) of Si(100)-(2 x 1 )  
with asymmetric (buckled) dimers. respectively; for labelling see Figure 1 c. The horizontal dotted lines indicate the energy windows 
used for the PED diagrams in Figures 2. 5 and 6 (Ef to Ef f 3 eV). e)-g) show the shapes of hybrid orbitals deduced from band 
structure and PED calculations (see text). 

bulk. The representation 
of the wave function at  
points of specific symme- 
try in reciprocal space is 
possible (e.g., a t  r).  At 
general points, however, 
the wave function has an 
imaginary term and can 
not be shown in direct 
space, right away. In 
contrast, the total elec- 
tron density is an observ- 
able quantity and has a 
representation in direct 
space. 
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2. Electronic structure of the Si(100) surface in terms of real- 
space representations: Figures 5a-c show contour plots of the 
TED for the three surface structures under discussion, for the 
electron count of silicon. The densities on a plane perpendicular 

Fig. 5 .  Contour plots of electron densities of a surface section of the unreconstruct- 
ed (a. d. 9). symmetric (b, e, h) and asymmetric (c. f, i) surface structures. The plane 
perpendicular to the surface passing through the two surface atoms Si(1) and Si(2) 
is shown (cf. Fig. 1). a). b) and c): contour plots of the TED. d). e) and f): PED 
using band levels above the Fermi level (€, to E, + 3 eV). 8). h) and i) PED using 
band levels below the Fermi level (4 to €,-3 eV). The contour values are given in 
5 x a.u. for g)-i) 
(a.u. = atomic units). 

a.u. for a)-c). 2 x lo-’ a.u. for d)-f) ,  and 3 x 

to the surface and parallel to the silicon-silicon dimer bond are 
displayed. In Figures 6a-c selected isovalues (cf. Figs. 5 a-c) of 
the total electron density of the topmost surface layer are shown 
as three-dimensional images. From Figure 5 a and 6 a we can see 

that the density arising from the two “dangling bonds” at each 
surface atom of the unreconstructed surface form an almost 
circular region directly above each surface atom, but merge 
continously into the density of the intact bonds, which are di- 
rected toward the bulk. By formation of symmetric dimers the 
latter density diminishes, and the electron density between the 
two surface atoms increases (Fig. 5b, 6b).  Tilting the dimer 
bond leads to a loss of electron density at the less exposed Si(2) 
atom, and an increase at the outer surface atom Si(1) (Figs. 5c, 
6c). The appearance of a “hole” in the electron density at the 
innner atom Si(2) in Figure 6c is due to the fact that only va- 
lence electrons are included in the calculations and that the p, 
orbital of Si(2), which extends in the x direction, is not occupied. 
For the former reason the electron density vanishes at the silicon 
cores in Figure 5, too. 

In order to visualize the degree of orbital mixing at the sur- 
face, we calculated the PED within energy windows of 3eV 
below and above Ef (E, to E,-3 eV and Ef to Ef + 3 eV, respec- 
tively). The computed contour plots and isosurfaces of PED 
now display densities with the characteristics of highest occu- 
pied (HOCO, Figs. 5g-i) and lowest unoccupied (LUCO, 
Figs. 5d-f) crystal orbitals averaged over the first Brillouin 
zone (see Computational Details), corresponding to virtual 
HOMO and LUMO densities in molecules.1341 Although the 
PED images are generated from all levels within the energy 
window, the main contributions in the chosen part close to the 
Fermi level are dominated by surface states (filled areas in 
Fig. 3) and therefore correspond to LDOS at the Fermi level. 
Contributions of bulk atoms to the PED would anyway not 
appear in the selected spatial region. 

From Figures 5d and 6d  it is obvious that the density of the 
LUCO of the undistorted surface is composed of p, orbitals 
only, whereas, below the Fermi level, s and p mixing leads to 
hybrids (HOCO) perpendicular to the surface, pointing toward 
the vacuum (Figs. 5 g and 6g). For the symmetric dimer, LUCO 

(Fig. 5e and 6e) and HOCO 
(Fig. 5 h and 6 h) densities are tilted 

Fig. 6. Isdensity surfaces of a section of the unreconstructed (a. d, g). symmetric (b, e, h) and asymmetric (c. f. i) 
surface structures. a). b) and c): TED. d). e) and f): PED using band levels above the Fermi level (Ef to €, + 3 eV). 
g). h) and i): PED using band levels below the Fermi level (€, to €,-3 eV). For further explanations of the structures 
and the units of the isosurfaces see caption to Figure 5 .  
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. -  
away from the surface normal, re- 
taining the mirror plane perpendic- 
ular to the dimer bond. The orbital 
tilt is the result of partial p,-p, or- 
bital mixing. The tilt angles between 
the surface hybrids and the surface 
dimer bond are 120” for the HOCO 
and 105” for the LUCO. The situa- 
tion in the case of the asymmetrical- 
ly distorted surface is different. The 
contribution of Si(2) dominates in 
the LUCO (Figs. Sf, 6f), and that 
of Si(1) in the HOCO (Fig. 5i, 69 .  
However, as it can be seen from Fig- 
ure 5 f, there is some LUCO density 
above the outer surface atom Si(l), 
whereas no substantial HOCO den- 
sity is found above Si(2) (Fig. 5i). 
The tilt angles with respect to the 
(100) plane are 75 and 70” for the 
LUCO above Si(1) and Si(2), re- 
spectively. and I 10” for the HOCO 
above Si(1) (calculated using the 
maxima of the PEDs above the sur- 
face atoms in Figs. S f  and 5i). 
These PED images reflect the shape 
of hybrid orbitals that could be 
derived for molecules (Figs. 3 e-g). 
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3. Interpretation of the STM images: Since the PED calcula- 
tions detect the occupied surfuce states locally a t  a symmetric 
surface dimer, they are expected to yield a bean-shaped spot 
with a local minimum between the two silicon atoms (Fig. 5 h), 
such as that found in the STM  experiment^.^^^'.^^] In the case 
of asymmetric dimers only states located at  Si(1) atoms can 
contribute to  the PED and, thus, to  the white areas of the STM 
images. Therefore, in the STM image of the Si(100) surface, only 
one surface atom per dimer will be observed for asymmetric 
dimers. With the same orientation of the buckling along one row 
of dimers, we expect an image similar to Figure 2 b. Alternate 
orientation of the buckling will lead to zig-zag structures. For  
large surface regions where only a line of single maxima along 
the directions of rows of surface dimers are detected,12”. 22c1 it 
is not clear whether these arise from buckled or symmetric 
dimers. However, if the white spots are due to symmetric 
dimers, they should have a more oval shape. Considering the 
empty surfuce states, all surface atoms show PED contributions 
with well-separated maxima above the surface. This is quite 
similar for symmetric (Fig. 5e) and asymmetric (Fig. 5 f )  surface 
dimers. The Si(100) surface appears in this case as a n  arrange- 
ment of symmetric dimer units in the STM image (Fig. 2a). To 
compare the STM images shown with our calculations, 
the LUCO and HOCO densities for the asymmetric dimer for- 
mation have been calculated for four unit cells. Comparison of 
Figure 2 a with 2c  and Figure 2 b with 2 d  reveals the remarkable 
agreement with the experimental STM images. The values of the 
isosurfaces are given in Figure 5f and 5i. 

4. Electron localization on the Si(100) surface: The representa- 
tions of the electron densities (TED and PED) give us some idea 
of how the electrons are distributed at  the surface, but d o  not 
clearly show the characteristics of the chemical bonding. To 
detect the chemical bond between two atoms, the extended con- 
cept of Mulliken populations, the COOP vs. energy diagram,’’’ 
can generally be used. The integral up to the Fermi level gives 
the total overlap population for a particular band, which scales 
like the bond order of this bond. To estimate the stability of 
different bonds we can compare the corresponding overlap pop- 
ulations. For  bulk silicon the overlap population for the Si-Si 
bond is calculated to 0.839. Reconstruction with dimer forma- 
tion results in a higher overlap pop- 
ulation for the newly formed surface 
dimer bond (within the first layer) 
for both symmetric and asymmetric 
surface structures (Table 1). In the 
case of symmetric dimer formation, 
the surface-bulk bond is weakened 
(bond from the first to  the second 
layer). For  the asymmetric surface 
structure, however, the two differ- 
ent surface-bulk bonds (Si(1)- 
Si(4) and Si(2)-Si(3), cf. Fig. 1) are 
much stronger and the overlap pop- 
ulations are close to that calculated 
for bulk silicon. 

To learn more about the spatial 
characteristics such as K bonding or  
the characteristic of bent bonds, we 
need more sophisticated methods. 
For  example, the break down of the 
related COOP with the help of DOS 
and LDOS curvesIZE1 is not straight- 
forward when strong orbital mixing 
(low symmetry) is involved and fails 

Table 1. Overlap populations calculated for the bonds occurring in the two topmost 
layers of the reconstruction models shown in Figures 1 b and c. 

surface structure Si(1) -Si(2) Si( 1 ) ~ Si(4) Si(2) -Si(3) 

symmetric dirner 0.943 0.481 0.481 
asymmetric dimer 0.959 0.776 0.874 

to yield information about the shape and orientation of non- 
bonding states like lone pairs. 

A usefull tool for deriving three-dimensional images of chem- 
ical bonding and also of lone-pair regions is the electron local- 
ization function (ELF), which leads to a detailed picture of 
electron distributions.[’ ‘I Typically o bonds have localization 
regions with rotational symmetry along the line connecting 
atomic nuclei. For K bonds the region of localization is smaller 
along this line, but larger above and below. The region of high 
localization is thus shaped like a dumbbell, placed between the 
two atoms perpendicular to  the plane of the molecule.[’21 

Figures 7 and 8 show two- and three-dimensional representa- 
tions of the ELF for the three surface structures (Figs. 1 a-c). 
Figure 7, which represents the same planes as in Figure 5, con- 
tains two types of information: the density of points is a measure 
of the electron density, and the colour of each pixel codes the 
value of the ELF (see colour bar a t  the bottom of Figure 7:  right 
(white), ELF =1.0; middle, ELF = 0.5; left, ELF>O.O). 
Lighter colours represent higher values of ELF and hence re- 
gions of preferred electron localization. Figures 7d-f  show the 
ELF for an electron count corresponding to  that of silicon. In 
Figures 7 a - c  the electron counts are such that the entire valence 
band is filled (see upper dashed line in Figs. 3 b-d). This partial 
reduction is formally an addition of two further electrons per 
surface atom for the surface structure in Figure 1 a, but only one 
further electron per surface atom for the surface structures in 
Figures 1 b and 1 c. Figure 7 can be read as  a table with increas- 
ing electron number from bottom to top (d +a ,  e + b, f + c )  
and each column (a-d ;  bve; c. f )  representing one surface model. 
Figures 8 a-f give three-dimensional views of isosurfaces with 
ELF = 0.75, which correspond to  Figures 7a-f. 

For  the two chosen electron counts in the unreconstructed 
surface (Figures 7a,  7d ,  8 a  and 8d) ,  we see that electrons are 

low localization electron gas type high localization 
localization 

Fig. 7. Two-dimensional representation of the ELF. Planes through the surface atoms of the unreconstructed (a, d). 
symmetric (b. e )  and asymmetric (c. f )  surface structures (planes analoguous to Fig. 5 )  are shown. The electron density 
is given by the density of the pixels. and the colour of each pixel is a measure of ELF [12] (OcELF < 1) .  The lighter 
the colour the higher the ELF value. White regions represent areas of bondingelectrons and lone pairs. The second row 
(d-f) corresponds to band occupancy appropriate for silicon (dotted horizontal line in Fig. 3b-d. labelled with 4). 
The first row (a-c) corresponds to a partially reduced system, that is, a band filled with two (a) and one (b and c) 
additional electron per surface atom. 
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Fig. 8. Three-dimensional representation of isosurfaces of the electron localization function (ELF = 0.75). The sec- 
tions of the two topmost layers of the two-dimensional unit cell for the three surface arrangements (cf. Fig. 1). The six 
representations correspond to the two-dimensional sections of Figures 7a-f. 

localized (white regions) above the doubly coordinated surface 
atoms; this corresponds to two (Figs. 7 a and 8 a) and one lone 
pair at each surface atom (Fig. 7d and 8d), respectively. With 
the formation of a symmetric dimer bond, electrons are local- 
ized between the two surface atoms (Fig. 7e and 8e). Now, the 
white areas qualitatively resemble a two-centre/two-electron 
bond and two dangling bonds, holding one electron each. Par- 
tial reduction (Figs. 7 band 8 b) leads to an increase in size of the 
lone-pair region. It is to be expected that, as the lone-pair states 
are gradually tilled, the localization area along the Si -Si surface 
bond becomes smaller and vice 

When the dimer is tilted and the asymmetric dimer formed, a 
shift of electron localization from Si(2) to Si(1) (Fig. 7f and 8 9  
is observed, which is correlated to the shift of the electron den- 
sity. It should be noted that this is not generally the case.[121 The 
shape of the lone pair localized at the outer silicon atom of the 
buckled dimer (Fig. 8f) is very similar to the one found in the 
partially reduced system of the symmetric surface dimer 
(Fig. 8b). Both correspond to localization areas of one non- 
bonding electron pair. Consequently, partial reduction leads to 
the formation of the other lone pair at Si(2). leaving the shape 
of the first one nearly unaltered (Figs. 7c, 8c). In the cases of 
Figure 8e  and 8f  we find that the sections corresponding to 
Si(1)-Si(2) and Si(2)-Si(3) bonds have well developed exten- 
sions in x direction and perpendicular to the interatomic direc- 
tion. Here, the lone-pair regions overlap with the localization 
regions of the Si-Si bonds. This is a typical n-bond characteris- 
tic, and it is most pronounced between Si(2) and Si(3) in the 
buckled dimer model (Fig. 8f). 

5. The chemical bond: In order to understand the chemical 
bonding along the surface bonds, we can look at the local coor- 
dination spheres of the silicon atoms. Formation of the buckled 
dimer generates specific coordination types: distorted trigonal 
pyramidal for Si(l), almost trigonal planar for Si(2) and distort- 
ed trigonal bipyramidal with one missing axial position for Si(3) 
(Fig. 4g). Thus, at all silicon atoms of the first and second 
layers, which are exposed to the vacuum, sp hybrid orbitals can 
be formed, pointing away from the surface and with different 
amounts of s and p orbital contributions. 

The local environments of the silicon atoms in the two top- 
most surface layers of this reconstruction model are also found 
in other silicon-containing materials. In CaSi,r361 the anionic 
silicon substructure forms a structure that can be regarded as 

being isoelectronic to that of a-ar- 
senic, containing atoms coordinated 
in a trigonal-pyramidal fashion, sim- 
ilar to Si(1). Formal electron transfer 
from calcium to silicon results in 
filled hybrid orbitals at the silicon 
atoms, which then become isoelec- 
tronic to phosphorus. An analogue 
to Si(2) is found in the trigonal-pla- 
nar SiSi, unit in silicides, for ex- 
ample, in Cal,,,Li,,,,Si,.~371 An ex- 
ample of the coordination mode of 
Si(3) is found among the class of 
pentacoordinated silicon atoms. In 
R,SitNR; the silicon atom has a 
trigonal-bipyramidal coordination 

An alternative description 
is of a central silicon atom with four 
covalent bonds forming a trigonal- - - 
pyramidal coordination sphere (sim- 
ilar to the one around Si(3)) and a 

donor-acceptor bond formed by the nitrogen lone pair and the 
empty hybrid orbital of the silicon atom. 

For the (1 00) surface and an electron count corresponding to 
silicon, the hybrid orbital at Si(1) is filled (HOCO, Fig. 6 9 ,  and 
a lone pair is thus formed (Fig. 8 f). The orbital localized at Si(2) 
(which has almost no s-orbital contribution) and that at Si(3) 
are unoccupied (Fig. 6f, the LUCO localized at Si(3) is cut in the 
middle). The shape of the localization regions along the Si(1)- 
Si(2)-Si(3) bonds shown in Figure 8f can now be understood in 
terms of the partial n character of this interaction, due to the 
conjugation of the lone pair at atom Si(1) and the two empty 
hybrid orbitals at Si(2) and Si(3), respectively (Fig. 4g). 

These considerations allow us to transform the band-struc- 
ture calculations into hybrid-orbital pictures (Figs. 4e-g). For 
the unreconstructed surface we have two empty and two filled 
orbitals @, and sp hybrids, respectively) per surface dimer unit 
localized at each surface atom (Figs. 6d, 6g and 4e). In the case 
of the symmetric dimer formation we find a lowering in energy 
of states forming the Si-Si surface bond (Fig. 6h) and two 
frontier orbitals (sp hybrids) with shapes shown in Figure 4f. 
Finally, buckling of the surface atoms results in the rehybridiza- 
tion shown in Figure 4g. as discussed above. 

Summary and Conclusions 

A model study of the reconstruction of the Si(100) surface has 
been undertaken to help visualize results of tight-binding calcu- 
lations with the help of computer graphics. On the basis of the 
extended Hiickel theory, three different types of surface struc- 
tures are examined. In agreement with other calcula- 
tionsIZzb. 26* 271 and experiment[19a] the surface becomes non- 
metallic by formation of buckled (asymmetric) dimers. A 
minimum in the DOS and a gap in the surface DOS is found at 
Ef in the case of a dimer tilt angle of about 11". Two- and 
three-dimensional pictures of the isosurfaces of the electron den- 
sity and LDOS curves show that there is a charge transfer from 
the inner silicon surface atoms to the outer ones. 

It has been shown that two- and three-dimensional represen- 
tations of partial electron densities, for example, the electron 
density of the states within an energy window of 3 eV near the 
Fermi level, can be used to simulate STM images, both for 
positive and negative bias voltages. Clearly, the surface states 
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detected by STM techniques reflect the properties of the occu- 
pied states of the valence band and the unoccupied states of the 
conduction band. In agreement with experiment a higher degree 
of asymmetry of surface dirners is apparent in the filled-state 
image. This is well represented by the PED corresponding to the 
highest occupied crystal orbitals. Little or  no asymmetry is 
found in the representations of the PED of the empty states, 
even though they were calculated from the asymmetric surface 
model. However, we would like to point out that the degree of 
asymmetry shown by the PED depends on the value of the 
isosurface used for the representations of PED. To our knowl- 
edge, the dependency of the degree of asymmetry found in emp- 
ty-state STM images on the tunnelling current has not been 
studied. However, such a correlation is expected from our calcu- 
lations. The images of the electron densities near Ef obtained 
from tight-binding calculations of the extended Hiickel type 
resemble the shapes of the frontier orbitals calculated with 
molecular models.[391 It is obvious that the phase vector of the 
wave function cannot generally be depicted, but the spatial ex- 
tension and shapes of the frontier crystal orbitals (bands) in 
direct space are well represented by the PED. Therefore, using 
PED diagrams, we believe that the frontier orbital approach can 
be extended, with certain restrictions, to  different fields of sur- 
face chemistry and to three-dimensional solids. 

Whereas total and partial electron density are helpful in de- 
tecting the position of atoms (LEED and STM), they d o  not 
allow us to draw direct conclusions concerning the chemical 
bond. The electron-localization function, in principle, also an 
observable quantity,I”l visualizes surface regions with bonding 
and nonbonding properties in an unique manner. We showed 
that the orientation of the dangling bonds of the three-coordi- 
nate surface atoms of the topmost surface layer can be visual- 
ized. In the case of the symmetric surface dimer we see that 
electrons are localized between the surface atoms, with the 
degree of localization depending on the extent of band occupan- 
cy; further filling of the band finally results in the formation of 
one big localization “bubble” at each surface atom, correspond- 
ing to a lone pair and the bonding electron pair (smaller area). 
In the case of the buckled dimer, an electron count consistent 
with silicon leads to two distinguishable localized regions, re- 
flecting the  bonding electron pair and the lone pair at the outer 
silicon atom. Formal reduction of the system by one electron per 
surface atom leads to a localization of electrons at  the inner 
silicon atom. Additionally, we find from PED and ELF repre- 
sentations that there is an empty hybrid localized at  the silicon 
atoms of the second layer pointing toward the vacuum. 

Various electron counts in a rigid band model are considered 
here, so as to gain an understanding of Lewis acid/base interac- 
tions at the surface. The methods allow a direct pictorial analy- 
sis of the interaction of a Lewis acid or  base with atoms of the 
topmost layers. From Figure6f it can be seen that a virtual 
partial electron density arising from the LUCO is found at  Si(3). 
This means that a Lewis base might also find a reaction partner 
in the subsurface silicon atoms. This is interesting with regard to 
the mechanism of NH, dissociation on Si(100). From STM ex- 
periments carried out on a Si(100) surface exposed to NH,, it was 
concluded that N atoms mostly occupy subsurface positions.1401 

Finally a rr-type interaction along the bond connecting Si(l), 
Si(2) and Si(3) has been established and explained in terms of 
hyperconjugated orbitals of all three silicon atoms. However, it 
could not be confirmed that the bond between the silicon atoms 
of the surface dimer had typical double-bond characteristics. 
For all types of coordination found in the surface atoms of the 
two topmost layers of the buckled model, analagous examples in 
molecular or  solid-state compounds can be found. 

Applying three-dimensional representations of quantum-me- 
chanical calculations is not just an aesthetic exercise, but helps 
in further understanding of specific physical properties (STM) 
and supports the chemist’s view of localized chemical proper- 
ties. We believe that the partial electron densities below and 
above the Fermi level will also help us develop a deeper under- 
standing of the chemical bonding in solids. According to this 
concept, solid-state compounds could be regarded as penetrat- 
ing substructures, held together, for example, by Lewis base/ 
acid type interactions. This merges with the description of chem- 
ical twinning and the idea of intergrowth 

Computational Details 

The tight-binding calculations werecarried out with the extended Hiickel implemen- 
tation of tight-binding theory (program EHMACC) 1311 using the atomic parame- 
ters for silicon (Hid (eV). 5 ) :  -17.3, 1.383 for 3s: -9.2. 1.383 for 3p. In order to 
obtain comparable results for all calculations (unreconstructed and reconstructed 
Si(100) surfaces), a rectangular unit cell composed of a 16-layer slab and a set of 162 
k points distributed over half of the first Brillouin zone were used. The real-space 
resolution ofTED. PED and ELF required an extended k-point set. which was also 
used for the calculation of DOS. LDOS and COOP. The large number of k points 
was necessary for a reliable calculation of the PED images. For the two Si(lO0)- 
(2 x I )  surface models. the reconstruction was carried out on both sides of the 
16-layer slab. All Si-Si distances were fixed at 2.35 A. 
To calculate the ELF 1111 the same procedure as described in [12,13] was incorporat- 
ed in the EHMACC program. ELF(.x,y,z) decribes the pair probability of finding 
two electrons with the same spin within a given volume element of density p (  x.y,z) 
(c.f. the pair probability in the Hartree-Fock treatment [11.12] or the excess local 
kinetic energy due to Pauli repulsion 1131). Herafter ELF could be considered as a 
measure of the Pauli repulsion. All three-dimensional colour graphical representa- 
tions. two-dimensional images and contour plots were generated with the programs 
COLTURE [42]. GRAPA 1431. and DENSPLOT 1441, respectively. 
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